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A substring that is both a proper prefix and a proper suffix of 
a string 𝑇 is called a border of 𝑇.

Border

ab a b b a b aa a𝑇ଵ

ab a b a b a ba a𝑇ଶ

𝑏𝑜𝑟𝑑𝑒𝑟(𝑇ଵ) 𝑏𝑜𝑟𝑑𝑒𝑟(𝑇ଵ) 

𝑏𝑜𝑟𝑑𝑒𝑟(𝑇ଶ) 𝑏𝑜𝑟𝑑𝑒𝑟(𝑇ଶ) 
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Note: strings of length 1 are defined as open strings. 

Closed String

A string 𝑇 is called a closed string if the number of occurrences 
of the longest border of 𝑇 is exactly two.

ab a b b a b aa a𝑇ଵ

ab a b a b a ba a𝑇ଶ

𝑏𝑜𝑟𝑑𝑒𝑟(𝑇ଵ) 𝑏𝑜𝑟𝑑𝑒𝑟(𝑇ଵ) 

𝑏𝑜𝑟𝑑𝑒𝑟(𝑇ଶ) 𝑏𝑜𝑟𝑑𝑒𝑟(𝑇ଶ) 

Closed

Open

A string that is not closed is called an open string. 
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Closed Repeat

ba a d a b a ca d

ba a d a b a ca d

ba a d a b a ca d

The blue-boxed part of the upper right 
figure is a closed repeat.

 Extending one character to the left or right 
causes a mismatch (middle / bottom figures)

A pair of consecutive occurrences of a substring is called a closed repeat if it satisfies 
both right-maximality and left-maximality:

 Right-maximal: Extending repeats by one character to the right results in a mismatch.

 Left-maximal: Extending repeats by one character to the left results in a mismatch.
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When a closed substring 𝑇 𝑖. . 𝑗  in 𝑇 is such that both 𝑇[𝑖

− 1. . 𝑗], 𝑇 𝑖. . 𝑗 + 1  are open strings, then 𝑇 𝑖. . 𝑗  is called a 
maximal closed substring.

Maximal Closed Substring

ba a d a b a ca d

ba a d a b a ca d

ba a d a b a ca d

The red-boxed part of the upper right 
figure is an MCS.

 The string resulting from extending one 
character to the left or right is open.
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Closed repeats and MCSs have a one-to-one correspondence:

 If 𝑇 𝑖. . 𝑗ᇱ  is an MCS, then its longest border forms a closed repeat.

 If 𝑇 𝑖. . 𝑖′ , 𝑇 𝑗. . 𝑗′  is a closed repeat, then 𝑇 𝑖. . 𝑗ᇱ  is an MCS with
𝑇 𝑖. . 𝑖′ = 𝑇 𝑗. . 𝑗′  as its longest border.

MCS

Closed Repeat



7 

 𝑂 𝑛 log 𝑛  time offline algorithm for computing MCS [Badkobeh et al., 2024]

 It is time-optimal because the expected number of MCSs in a random 
binary string is 𝑂 𝑛 log 𝑛 . [Kosolobov, 2024]

 There is no online algorithm yet.

Note: 𝑛 denotes the length of the input string. 

We can compute MCSs online in amortized 𝑂 log 𝑛 time per character.

Our result
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1. Computing right closed repeats online instead of MCSs.

 Right closed repeat: a variant of closed repeat that does not require 
left-maximality.

 We can obtain all closed repeats by checking left-maximality for each 
right closed repeat, and each closed repeat corresponds to an MCS.

2. Computing right closed repeats by a combination of a suffix tree
and a link-cut tree.
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Observation

Right closed repeats in the original string remain right 
closed repeats after adding a character to the beginning.

prepended 
character original string

Existing right closed repeats

→ We only need to consider newly generated right closed repeats!

Note: our online algorithm is processed in a right-to-left manner. 
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Consider the suffix tree of the string, and label each node with 
the position of the leftmost occurrence of the string 
corresponding to that node.

 Figure example: The red node representing string “cb”:
 “cb” appears at position 6 and 3.

 The leftmost occurrence is 6, so the node label is 6.

ab c c b a c b $
9 8 7 6 5 4 3 2 1 

The ST of baccbacb$
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Positions are indexed from right to left 
because characters are added to the left. 
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ab c c b a c bc $

prepended 
character original string

10 9 8 7 6 5 4 3 2 1 

The path string of the longest path to the leaf

The suffix tree can be updated by adding one new 
leaf representing the entire string.

During this process, we want to compute the new 
right closed repeats.
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The ST of cbaccbacb$
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ab c c b a c bc $
10 9 8 7 6 5 4 3 2 1 
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Observation
New right closed repeats are as follows:

 The Repeat string corresponds to a ST node on the longest path where 
the node label differs from the label of the node immediately below it 
on the longest path.

 Left occurrence is a prefix of the updated string.

 Right occurrence ends with the position indicated by the node label.

new right 
closed 

repeats

6 

7 

prepended character original string

The ST of cbaccbacb$
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We define heavy edges as edges connecting nodes with the 
same label in the suffix tree, and others as light edges.

The ST of cbaccbacb$
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If we can efficiently enumerate Light Edges on the longest 
path, we can also enumerate new right closed repeats.

Observation
Each new right closed repeat corresponds to 
the upper endpoint of a light edge.

6 
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After updating

1 

2 

3 

4 

5 

6 
7 

8 

9 

6 

9 

9 

8 

9 

6 

7 

$ b 

$ 
a
c 

c 
c 
b 
a 
c 
b 
$ 

$ 
c 
c 
b 
a 
c 
b 
$ 

c 

a
c 

b 
1 

2 

3 

4 

5 

6 
7 

8 

9 

9 

8 

9 

$ b 

$ 
a
c 

c 
c 
b 
a 
c 
b 
$ 

c 
c 
b 
a 
c 
b 
$ 

$ 

c 

a
c 

b 

10 

10 

10 

10 

10 

Before updating
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The algorithm performs the following operations:

1. Adding a leaf,

2. Enumerating light edges on the root-to-leaf path, and

3. Updating edge attributes of the root-to-leaf path and 
existing heavy edges.

The ST of cbaccbacb$
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These operations are essentially the same as the internal 
processes of the Link-Cut Tree [Sleator & Tarjan, 1983], and 
can be performed in amortized 𝑂 log 𝑛 time!
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A link-cut tree representation of the 
suffix tree:

 Each maximal path of heavy 
edges is represented by a splay 
tree.

 Each light edge connects between 
splay trees.
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(partially omitted)

The Link-Cut Tree 
corresponding to the ST.

(partially omitted)
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Time complexity: 

 Adding a leaf: amortized 𝑂 log 𝜎 ⊆ 𝑂 log 𝑛

 Enumerating light edges: amortized 𝑂(log 𝑛)

 Updating edge attributes: amortized 𝑂(log 𝑛)

The total time complexity: amortized 𝑂 log 𝑛 per character.

 We can also enumerate the closed repeats by checking for left maximality.

 MCSs can also be computed because of the one-to-one correspondence between closed 
repeats and MCSs.

Note: 𝜎 is the alphabet size. 

Link-Cut Tree

Weiner’s algorithm
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 Most Recent Match Index: amortized 𝑂 log 𝑛  time per update, 
𝑂 𝑃 log 𝜎 time for each MRM query
 Existing work: amortized 𝑂 log 𝑛  time per update and 𝑂 𝑃 query time, 

assuming constant-size alphabet [Larsson, CPM 2014]

 Online Rightmost LZ: amortized 𝑂 log 𝑛  time per update

 Existing work: 𝑂 𝑛
୪୭୥ ௡

୪୭୥ ୪୭
using Dynamic RMQ [Sumiyoshi et al., SPIRE 2024]

 Our method is practically faster.

 Sliding-window model (by batch update technique)
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 We introduced an online algorithm for computing MCS.

 Based on the combination of link-cut trees and suffix trees.

 Can also be used for closed repeats, right-maximal MCS, etc…

 It achieves the same time complexity as existing offline methods.

 Other Applications: most recent match, rightmost LZ, etc.


